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Collaborative Filtering
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The problem

• For each object 𝑑𝑑𝑖𝑖 from a set 𝐷𝐷,
find all neighbors 𝑑𝑑𝑗𝑗 with C 𝑑𝑑𝑖𝑖 ,𝑑𝑑𝑗𝑗 ≥ 𝜖𝜖.
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Cosine invariant to vector length
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Cosine invariant to vector length
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Data 
Mining

Threat/Outlier detection

Duplicate detection

Recommendation

Clustering

Online advertising

etc…

Data Similarities

- Normalize all object vectors s.t. 𝒅𝒅𝒊𝒊 = 1



CANN: An Approximate Solution

• 𝐃𝐃𝐃𝐃𝑇𝑇 dense in most cases
– Does not scale for large 𝑛𝑛

• Approximate solution, in 2 steps:
1. Construct approximate min-𝜖𝜖 𝑘𝑘-NN graph 𝒢𝒢
2. Use 𝒢𝒢 to construct final min-𝜖𝜖 NN graph
– Heuristically choose objects that area likely 

neighbors:
• Step 1: objects with high weights in common
• Step 2: close neighbors of my closest neighbors
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Step 1: Approximate min-𝜖𝜖 𝑘𝑘-NN Graph

• Prioritize objects that have 
high weight features in 
common with the query
– Create inverted index
– Sort index lists in decreasing 

weight order
– Sort vectors in decreasing 

weight order
– Choose 𝜇𝜇 ≥ 𝑘𝑘 candidates by 

following lists in order
– Keep top 𝑘𝑘 neighbors
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𝑑𝑑3 𝑑𝑑4

𝑑𝑑3 𝑑𝑑2 𝑑𝑑5 𝑑𝑑5 𝑑𝑑4

𝑑𝑑2 𝑑𝑑4 𝑑𝑑2 𝑑𝑑1 𝑑𝑑1

𝑑𝑑5 𝑑𝑑1 𝑑𝑑2 𝑑𝑑1 𝑑𝑑3 𝑑𝑑2

𝑓𝑓1 𝑓𝑓2 𝑓𝑓3 𝑓𝑓4 𝑓𝑓5 𝑓𝑓6

Inverted Index

𝑓𝑓1 𝑓𝑓2 𝑓𝑓5𝑑𝑑3

For 𝑑𝑑3, let 𝑓𝑓5 ≥ 𝑓𝑓2 ≥ 𝑓𝑓1.
𝐶𝐶𝜇𝜇=3 = 𝑑𝑑1,𝑑𝑑5,𝑑𝑑4
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Step 1: Approximate min-𝜖𝜖 𝑘𝑘-NN Graph

• Improvements:
– Prefix filtering
– Bounded similarity computation with pruning

• Prefix filtering:
– If vectors have no features in common in prefix, 

their similarity will be < 𝜖𝜖

– Choose prefix s.t. 𝐝𝐝𝑖𝑖 < 𝜖𝜖
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suffixprefix

(Cauchy-Schwarz inequality)



Step 1: Approximate min-𝜖𝜖 𝑘𝑘-NN Graph
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estimatecompute

• Bounded similarity computation with pruning



Step 2: Approximate min-𝜖𝜖 NN Graph

• For each object, find other min-𝜖𝜖 neighbors
• Keep up to 𝑛𝑛 neighbors in a max-heap 

– Initialize with 𝑘𝑘-NN neighbors & reverse-neighbors
– Choose next neighbor’s neighbor 

candidate in decreasing order 
of similarity

– Choose at most 𝜇𝜇 candidates
– Output all min-𝜖𝜖 neighbors
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Experimental evaluation: datasets

• RCV1: text of newswire stories
• WW500k, WW100k: EN Wikipedia documents
• Twitter: follow relationships on Twitter
• Wiki: page links among EN Wikipedia articles
• Orkut: friendship relationships on Orkut
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Neighborhood Graph Statistics
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𝜇𝜇: Average neighborhood size
𝜌𝜌: Output graph density



Neighborhood Graph Statistics
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Experimental evaluation: results
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The table shows the percent of potential object comparisons 
(cand) and computed dot-products (dps) executed by our method 
as opposed to those of a naive approach, when tuned to achieve 
0.9 recall, for the test datasets and 𝜖𝜖 ranging from 0.3 to 0.9.



Experimental evaluation: results
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Experimental evaluation: methods

• L2AP (L2-Norm All-Pairs) [1]
– Exact Cosine min-𝜖𝜖 NN method
– Uses several upper bound similarity estimates to 

prune the majority of false-positive candidates
• BayesLSH-Light (BLSH-l) [2]

– Uses similar (weaker) candidate selection as L2AP
– Filters candidates through Bayesian inference 

based on LSH bucket counts
• L2AP-Approx (L2AP-a) [1]

– L2AP candidate selection and most filtering + 
Bayesian inference based filtering
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Experimental evaluation: results
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Experimental evaluation: results

20Recall = 0.9



Questions?
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